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Motivation
 In the previous pipeline, lanes are predicted independently, which leads to obvious endpoint deviation. 
 In our proposed pipeline, lane endpoints are explicitly modeled, and lanes with overlapping endpoints 

are obtained through point-lane geometry matching.



Overview
 Traffic Detector
 Point-Lane Detector
 Topology Head
 Geometric Attention
 Point-Lane Fusion

 The multi-view images 
are downsampled by a 
factor of 0.5, while 
keeping the front-view 
at its original resolution.

 All images are passed 
through ResNet50 with 
FPN. The features are 
then encoded into BEV 
representations using 
BevFormer encoder.



Pipeline
 Traffic Detector: In the traffic detector, front-view features are 

directly processed by Deformable DETR to produce traffic query.

 Point-Lane Detector: In the point-lane detector, point query and 
lane query interact via Point-Lane Merge Self-Attention, which 
computes geometric attention bias serving as an attention mask to 
enhance global information sharing. The resulting queries then 
perform cross-attention with BEV features. Then all queries are 
fed into Unified Scene Graph Network.



Pipeline
 Point-Lane Attention: The geometric attention bias is also incorporated into the point-lane merge 

self attention module to exchange information.
 To incorporate the geometric relationships between points and lanes in the BEV space, we compute 

their pairwise geometric distances based on the 
    predicted points and lanes from the previous 
    decoder layer
 To compute self-attention, we concatenate 
    distance matrixes to form geometric attention 
    bias, which is added to the attention weights 
    computed from original quries.



Pipeline
 Unified Scene Graph 

Network: Based on 
geometric attention bias 
and reasoned topology, 
lane & point queries are 
enhanced from the 
associated traffic elements 
& lanes & points by the 
unified scene graph 
network.

 PLGCN: The submodule 
is designed to facilitate 
bidirectional feature 
aggregation between point 
and lane based on their 
geometric relationships.



Pipeline
 Topology Head : The queries are used for 

topology reasoning, and the topology is also 
used for query enhancement in scene graph.

 PointLane Geometry 
     Matching Algorithm: 

During inference, predicted 
points and lanes are fused 
via Point-Lane Geometry 
Matching algorithm to refine
lane endpoints and effectively
mitigate the endpoint 
deviation problem.



Experiments Setup
 Dataset: OpenLaneV2, which is constructed based on Argoverse2 and nuScenes. OpenLane-V2 is 

divided into two subsets: subset_A and subset_B, each containing 1,000 scenes captured at 2 Hz with 
multi-view images and corresponding annotations.

 Metric: We adopt the evaluation metrics defined by OpenLane-V2, including DETl, DETt, TOPll, 
and TOPlt, all of which are computed based on mean Average Precision (mAP)

 Point Metric: In addition, to evaluate the performance of endpoint detection, we define a custom 
metric DETp, which is computed as the average over match thresholds T = {1.0, 2.0, 3.0} based on 
the point-wise Fréchet distance, as follows:



Main Results
 Comparison on OpenLane-v2 Benchmark: New SOTA results and more precise endpoints. 



Ablation Studies
 Impact of each module: 

 Effect of different GCNs:  



Ablation Studies
 Image scales set up: 

 Effect of point and lane query numbers:  



Qualitative Analysis
 Comparison of TopoLogic and our TopoPoint: 



Qualitative Analysis
 Comparison of TopoLogic and our TopoPoint: 
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